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Abstract

This paper proposes an extension of first-order disunification problems by taking into account binding operators according to the
nominal approach. In this approach, bindings are implemented through atom abstraction, and renaming of atoms is implemented
via atom permutations. In the nominal setting, unification problems consist of equational questions (s o' t) considered under
freshness constraints (a#’t) that restrict solutions by forbidding free occurrences of atoms in the instantiation of variables. In
addition to equational and freshness constraints, nominal disunification problems include also nominal disunification constraints
(s #a' t), and their solutions consist of a substitution and additional freshness constraints such that under these constraints the
instantiation of the equations, disequations and freshness constraints with the substitution hold. By re-using nominal unification
techniques, this paper shows how to decide whether two nominal terms can be made different modulo a-equivalence. This is done
by extending previous results on first-order disunification, and defining the notion of solutions with exceptions in the nominal
syntax. A discussion on the semantics of disunification constraints is also given.
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1 Introduction

Nominal techniques can be used to reason about systems with binders. The binding structure of these systems
always requires a method to deal with a-equivalence between objects in the system, i.e., objects (usually parse
tree representation of the concrete syntax) are considered equal if they differ only by the name of bound
variables. For instance, in the syntax of A-calculus, terms like Ax.x y and Az.zy should be considered equivalent,
despite their syntactical differences.

It is common in the literature to consider the a-equivalence relation as part of the syntactical structure of
terms of the language. One often says “terms are considered syntactically identical if they are a-convertible”.
This means that one considers the quotient of the set of terms by the a-equivalence relation. So one has the
problem of which representative of a-equivalence classes should be chosen. One of the most popular strategies
to solve this problem is called the “Barendregt Variable Convention”: choose representatives for which the
bound variables are mutually distinct and distinct from any free variable in the current context. This strategy
solves the problem for handwritten proofs and calculations, but not for implementations. Another treatment of
a-equivalence is to get rid of equivalence classes by considering de Bruijn indices instead of variable names.
Using de Bruijn indices, free and bound variables are indexed as naturals and thus all objects have unique
representations so that one does not need to worry about representatives of equivalence classes. This approach
facilitates the implementation of systems with binders but at the cost of readability.

The nominal approach diverges from those above in two important ways: first, one can reason about a-
equivalence in a readable way, very close to informal practice, while still remaining fully formal since a-renaming
is embedded in the nominal syntax; second, nominal a-equivalence is easy to implement in computer systems.
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Nominal terms have atomns (a,b,c...) used to represent object-level variables, and variables, or unknowns
(X,Y,...) used to express variables on the meta-level. Atoms can be abstracted by a binder operator but
cannot be instantiated by a substitution, whereas variables cannot be abstracted but can be instantiated by a
substitution. For instance, the nominal term [a] ¢ represents the abstraction of atom a in ¢. To rename an atom
a to another atom b we make use of an atom permutation. Permutations are built as lists of atom swappings
of the form (a b). The action of m = (a b) over [a]t, denoted by 7 - ¢ gives as result the term [b] ¢ where ¢’ is
obtained by the replacement of all occurrences of a by b and all occurrences of b by a in t. The action of an
atom permutation 7 over a meta-variable X will be ‘suspended’ in X, written as 7 - X, and will be ‘executed’
only when X is instantiated. The a-equivalence relation over nominal terms is built using permutations and a
freshness relation between atoms and terms, written as a#t, which means that a cannot occur free in t.

Nominal techniques have been widely explored and investigated for the last years [12,3,17]. Nominal unifica-
tion has also been developed [19,8], and more recently, works on unification modulo equational theories [1,2,4]
have also been developed. Unification is the problem of finding a substitution ¢ that makes two terms ‘equal’
i.e., s0 &, to. In the nominal setting, a-equality comes with freshness conditions for atoms, which should be
taken into account when dealing with nominal unification problems. For instance, the problem of unifying
Ala] X and A [b] Y reduces to the problem of unifying X ~," (b a)-Y under the condition that a#Y". Therefore,
a solution to a nominal unification problem will be a pair (', o) consisting of a set of freshness constraints
I', and a substitution over variables o. Several applications of nominal unification exist, for instance, in logic
programming, automatic deduction, theorem proving, among others.

This work is about nominal disunification, that is, the problem of solving nominal unification questions
enriched with disequations, i.e., constraints of the form s 7“éa? t. For example, consider the unification problem
Aa] X ~,° A[b] Y as above, but imposing the condition that solutions can neither map X to the atom a nor Y
to the atom b. This condition may be given as a set of disequations, and solutions should be computed in such
a way that they (and therefore, their instances) satisfy the imposed restriction. The nominal disunification
constraint is then represented as:

(Mal X =" ABY || X 0’ a, Y 2" b)

Imposing such conditions has some side-effects that need to be addressed in order to be able to formally state a
definition of solution. In a more general view, a nominal disunification problem is given as P = (A I 51 ~,°
Ly Sn R tn |V Fuy aéa? Vlye ey Um aéa? Um), and a solution to such problem is a pair (I', o) of a context
I' and a substitution o, such that o makes terms of each equation equal, but leaves those of the disequations
different, while satisfying the freshness constraints A and V.

The strategy proposed by Buntine and Biirckert [6] to solve systems containing first-order equations and
disequations is followed in the current work. But its extension to the nominal setting is not straightforward
since the notions of equality and disequality are different and the freshness side conditions add extra constraints
to the problem. The standard nominal unification algorithm [19] can be reused to provide solutions to nominal
unification problems, and following Buntine and Biirckert’s approach, we show that nominal disequations can
be treated in a nominal term-algebra.

The main contributions of this paper can be summarized as follows.

(i) We extend first-order disunification problems to the nominal framework introducing nominal constraint
problems.

(ii) From the semantics point of view, we show that Birkhoff’s HSP Theorem (Theorem 2.14), as in the
first-order case, does not hold for nominal disequations (Example 2.16).

(iii) We extend the notion of substitution with exceptions to solution pairs that consist of a freshness context and
a substitution, with exceptions (Definition 3.5). In addition, a version of the Consistency Test Algorithm
(Algorithm 1) to deal with pairs with exceptions is proposed.

(iv) We propose a sound, complete, and terminating (provided nominal unification is finitary) procedure
(Algorithm 2) to solve nominal disunification constraints that reuses the nominal unification algorithm.

(v) We prove that the Representation Theorem holds in the nominal approach to disunification (Theorem 4.3).

Outline of the paper.

Section 2 establishes the main required notions on nominal syntax and semantics, equality and unification.
Section 3 introduces the nominal constraint problems as well as a generalized notion of instantiation and proves
some results on the consistency of pairs with exceptions. Section 4 shows how to solve nominal constraint
problems by reusing the nominal unification algorithm. Section 5 describes related work and Section 6 concludes.
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2 Preliminaries

We assume the reader is familiar with nominal syntax and sets and recall the main concepts and notations that
are needed in the paper; for more details we refer the reader to [12,17].

2.1 Nominal Syntax

Fix countable disjoint sets of variables X = {X,Y, Z,...} and atoms A = {a,b,c,d,---}. Variables represent
meta-level unknowns and atoms object level variable symbols. Atoms are identified by their name, so it will be
redundant to say two atoms a and b are different. A signature X is a set of term-formers such that each f € ¥
is assigned a unique non-negative integer n, called the arity of f, written as f : n.

A permutation 7 is a bijection A — A with finite domain, i.e., the set supp(w) := {a € A | w(a) # a} is finite.
Write id for the identity permutation. The composition of two permutations m and «’ will be denoted as 7 o 7’.

Definition 2.1 [Nominal Terms| Let X be a signature disjoint from A and X. The set T'(3, A, X) of nominal
terms is inductively generated by the following grammar:

s,tu,v n=a |- X |[a]t | f(t1, ... tn)

where a is an atom term, 7 - X is a moderated variable (or suspension), [a] ¢ denotes the abstraction of the
atom a in the term ¢, and f(¢1,...,t,), for f:n in X, is a function application.

Example 2.2 Let ¥, := {lam: 1, app : 2} be the signature for the A-calculus (for a complete axiomatization
of the A-calculus within the nominal syntax the reader is referred to [14]). If one consider A-variables as atoms
A-terms can be inductively generated by the grammar:

e = a | 1an([a] ¢) | app(e, e)
To simplify notation, write app(s,t) as st and lam([a] s) as A [a] s. The following are examples of nominal terms:

(Aa]a) X (Ma] (A [b]ba) ¢)d

Definition 2.3 [Action of permutations] The object-level action of a permutation 7 on a term ¢ is defined
by induction on the structure of ¢, as follows:

mra=mn(a) 7w (y-X)=(mon)- X w-faft=[r-a](r-t) 7w fllr,..tn) =ty Tetn)
As usual, substitutions are defined as maps from variables to nominal terms with finite domain. We

inductively extend the action of a substitution from variables to terms, in the following way:

Definition 2.4 [Action of substitutions] The action of a substitution o on a term ¢, denoted as to, is inductively
defined by:

ac = a (m-X)o=7-(Xo) ([a] ) = [a] (to) fltr, ... tp)o = f(tio, ... . th0)

Substitutions are written in postfix notation: t(oy) = (to)y.

2.2  FEquality and Derivability

Equality in nominal terms corresponds in fact to a-equality and relies on the notion of “fresh variable”. Two
fundamental predicates are freshness, #, and alpha-equality, ~:
e a#tt means that the atom a cannot occur free in ¢; e s =, t means that s is a-equivalent to ¢.
Constraints are generated by the grammar

P,Q,C:=a#t|s=t
The first constraint a#t is called a freshness constraint whereas s =2, t is called an a-equality constraint. A
freshness constraint of the form a#X or a#a is called primitive. Validity of freshness and equality constraints

is specified via the natural deduction rules in Figures 1 and 2.
To define =, we use the difference set of two permutations

ds(m,7) :=={a € A[m(a) # y(a)}.
3
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#ab) T (@)#X ——— (#a) a#t aftty - - a#ty,
i (#ab) e #X) gl T ey )

Fig. 1. Derivation rules for freshness

— #ab ds(m, 7)#X bt Rg U1~ by R Un
amoa (#ab) T X ~g oy X (Ds) Flt1, o otn) ~a fut, ... un) (F)
trgu i (ba) - t=,u bt
(o]t ~o [l (Abs-a) ATENOD (Abs-b)

Fig. 2. Derivation rules for a-equivalence

In the rules defining =, below, ds(m,v)#X denotes the set of constraints {a#X | a € ds(m,7)}.
A finite set of primitive freshness constraints is called a freshness context. Write A,T" and V for freshness
contexts. We say a context A is consistent if it has no occurrence of a#a, for any atom a.

Definition 2.5 [Nominal judgment] Nominal algebra has two judgment forms:

(i) A freshness judgment form A F a#t is a pair with a context A and a freshness constraint a#t.
(ii) An a-equality judgment form A F s =2, ¢ is a pair of a context A and an a-equality constraint s &, t.

The judgment A F a#t (resp. A F s =, t) means that there exists a proof for a#tt (resp. a =, t) using the
rules of Figure 1 (resp. Figure 2) and the constraints of A as assumptions. We say that A entails a#tt (resp.
s &2, t) or that the constraint is derivable from A. As usual, A I/ C denotes that the constraint C' cannot be
derived from A. The notion of derivability can be extended to sets of constraints as expected.

2.8 Simplification rules for nominal unification

Nominal unification is the problem of making two nominal terms, say s and t, a-equivalent, denoted as s ~,’ t.
Deciding this may require to decide whether an atom a is fresh for a term ¢, denoted as a#’t. Since ¢t may
contain variables, a freshness context A is necessary. The content of this section is taken from [12].

Definition 2.6 [Nominal Unification Problem| A nominal unification problem Pr is a pair (A, P) consisting of
a freshness context A and a finite set P of freshness and a-equality constraints of the form a#’t and s ~,” t,
respectively.

A sound and complete procedure for nominal unification was proposed in [19] and consists of applying the
Simplification Rules of Figure 3. For freshness contexts V and V' and a substitution o, the instance Vo denotes
the set {a#Xo | a#X € V} and V F V'o denotes V I a#X o, for all a#X € V'.

Definition 2.7 A solution for a nominal unification problem Pr = (V, P) is a pair of the form (I', o) where I'
is a consistent context and o a substitution such that the following conditions hold:

(i) T+ Vo,

(ii) T F a#tto, for all a#’t € Pr;
(iii) T F to =, so, for all s ~,° t € Pr;
(iv) Xo = Xoo.

If there is no such (I', o) we say that Pr is unsolvable.

Let Pr be a unification problem as above. We write U (Pr) to denote the set of all solutions of Pr. Solutions
in U (Pr) are compared by the following partial order, called instantiation ordering.

Definition 2.8 Let I'1,I's be consistent contexts, and o7, 0 substitutions. Then (I'y,01) < (T3, 09) when
there exists a substitution ¢ such that

for aHXEX, F2|_X0'15 o XO'Q and FQ"F15

In this case we say (I's, 09) is an instance of the pair (I'y,01) on X.
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Definition 2.9 A principal (or most general) solution to a problem Pr is a least element of U (Pr).

a#’b, Pr = Pr
a#'r- X, Pr=1"Ya)#'X,Pr m#id
a#’ [a]t, Pr = Pr
a#t’ [b]t, Pr = a#"t, Pr
a#t f(tr, - fn), Pr = a#t'te, - ,a# t,, Pr

a =y a, Pr = Pr
- X~y v+ X, Pr = ds(m,v)#X, Pr
F(s1, ,80) o' fltr, - tn), Pr =51 g t1, 80 Ra' tn, Pr
[a]t ~o" [a]u, Pr =t =47 u, Pr
b]1 =" [a]r, Pr = (a b) -1 =," r,a#l, Pr

- X~y t,Pr W, Pr(X/m~t 1], if X ¢ vars(t)

? [X/7m ] 1 .
No m-X,Pr = PriX/n" -t], if X ¢ vars(t)

Fig. 3. Simplification rules for unification problems

The rules from Fig. 3 induce a reduction relation on problems by “running the derivation rules in reverse”,
in no particular order. Write Pr = Pr’ when Pr’ is obtained from Pr by the application of a simplification

rule from Fig. 3, and = for the transitive and reflexive closure of =.

The nominal unification algorithm, called unify in the next sections, consists of applying the simplification
rules to a problem Pr = (A, P) until no more rules can be applied.

Lemma 2.10 ([12]) The relation = is strong normalizing and preserves solutions of problems, that is,
Pr = Pr’ implies U (Pr) =U (Pr').
We say that an equality problem ¢ ~,” u is reduced when one of the following holds:
(i) ¢t :=a and u := b are distinct atoms
(ii

)

) Precisely one of ¢ and u is a moderated variable and the other mentions that variable.
(iii) t and u have different term constructors at the root and neither is a variable.

)

(iv) t and u are applications with different term-formers.

We call a reduced equation, as above, inconsistent. Also, a freshness problem a#’t is reduced if it is of the
form a#’X or a#’a. The former is called consistent and the latter inconsistent.

Normal forms are unique modulo renaming of variables, as in standard first-order unification. The normal
form of a unification problem Pr by = is defined as expected and denoted by (Pr)_.. It consists of a set
of equations and freshness constraints in reduced form. Pr has a solution iff (Pr)_. contains only consistent
reduced freshness constraints, i.e., freshness constraints of the form a#X.

Example 2.11 Consider the signature of lambda-calculus as in Example 2.2 and the problem below. We apply
the simplification rules from Fig. 3 to get:

{(Aa] X)Z =a® (A[D]Y)b} = {A]a] X ~a A[B]Y, Z =0 b}

2 (N [a] X ~a? AB] Y
= {(ba) - X ~," YV,b#'X}
[Y/(b:a>)~X] {b#?X}

Solution: (b#X,[Z/b,Y/(ba) - X])
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2.4 Semantic Notions

The semantics of solving equations is given by the nominal (universal) algebra. In [13], Gabbay gives an
interpretation for nominal equational theories in nominal sets, constructs the initial ground algebra * F(T,D)
for a nominal theory T' = (¥, Az) consisting of a signature ¥, a set of axioms Az of the form A F s =1t and a
set of term-forms D disjoint from %, and proves a version of the HSP (Homomorphism, Subalgebra, Product)
theorem for nominal algebras. Roughly speaking, the (HSP) theorem states that nominal equational varieties
are closed under homomorphic images, subalgebras, products and atom abstraction. Basic definitions such as
nominal sets, support, equivariance, and so on, are assumed and can be found in [17]. Below we give some
semantic definitions and results taken from [15].

To start, derivations in a theory T' = (X, Ax) are defined by the rules in Figures 1 and 4. We say II is a
valid derivation in T" when the following two conditions are satisfied:

¢ II mentions only terms in the signature X.
I mentions only instances of (axasrt—,,) such that (A’ F ¢ =u) € Az.

- Abt= Abt= Alu=
Are=¢ "V Rt Gvmm) AFi=y - (trans)
At w(a)#m - Xo for every a#t X € A’
AFrm-to=m-uo (aarri=u)

AFt=u AFt=u
A F [a]t = [a]u (congl]) AFf(.. t..)=f(..u...) (cong /)

Aja#pX Ft=u(a ¢ t,u) A& a#t A b#t

AFt=u () At (ab)-i=¢  Pem)

Fig. 4. Derivation rules for equality

To obtain the correctness of nominal equational logic, a relation between the syntax and semantics (as in
Birkhoff’s Theorem) will be established. For more details, we address the reader to [13], some extra concepts
are included in the Appendix A.

For any nominal sets X and Y call a function f € X — Y equivariant when 7 - f(x) = f(7 - ), for any x € X
and ™ € P.

Definition 2.12 [X-algebra] A Y-algebra A consists of:

¢ A domain nominal set A = (A4g,-), i.e.,, Ag is a set equipped with a P-group action - such that each € A
has finite support.

¢ An equivariant map atom : A — Ag to interpret atoms; we write the interpretation atom(a) as at € A.
* An equivariant map abs : A x Ag — Ag such that a#abs(a,x) always, to interpret abstraction.

e An equivariant map f4 : A% — Ag for each term-former f :n € X to interpret term-formers.

Y-algebras are usually denoted by A, B.

As expected, a valuation ¢ in a ¥-algebra A maps unknowns X to elements ¢(X) € Ag. Below we define a
equivariant function [-]_ to interpret nominal terms w.r.t. a valuation .

Definition 2.13 Let A be a nominal algebra. Suppose that ¢t € T'(X, A, X) and consider a valuation ¢ in A.
The interpretation [[t]]?, or just [t]  if A is understood, is defined inductively by:

[ale=a*  [r-X] =7-<(X)  [laltl =abs(a,[tl)  [ftr,.. ta)]e = fAT0D - Ttad)

We say a context interpretation [[A]]z4 is valid when a#t¢(X) for each a#X € A. In the same way, [A F a#t]};4
is valid when [[A]];4 implies a# [[t}]f and [AFt= uﬂf when [[A]};4 implies [[t]];4 = [[u}];4

3 F(T, D) is called free algebra in [13]
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A model of T is a Y-algebra A such that [A ¢ = u]_is valid for every axiom A -t = u in Az and every
valuation ¢. If there is a derivation ending with A F ¢ = u that uses the axioms of T and the derivation rules
from Fig. 4 we write A bFp t = u.

To obtain models for a nominal equational theory T, the initial ground algebra, F(T, D) is built. As in [13],
let D be a set of term-formers disjoint from X, they are called ‘extra term-formers’. Then the set of ground
nominal terms is generated by the grammar:

gu=allalg| f(g1,---,9n) | d(as,... ,an)

Here f : n ranges over elements of 3 and d : m ranges over elements of D (more details can be found in the
Appendix).

Note that the initial ground (nominal) algebra is the analogous in the nominal setting to the initial first-order
ground algebra T'(X)/E, where E is a set of equational axioms. The main difference here is that we add
some new fresh term-formers from D to provide “enough ground terms” with non-empty support. A nominal
algebra variety V for a signature ¥ is a collection of Y-algebras closed under homomorphic images, subalgebras,
countable products, and atom-abstractions. We say a collection V of Y-algebras is equational when there is
some theory T' = (X, Az) such that V is the collection of all models of T'.

Theorem 2.14 (HSP Theorem, Theorem 9.3 in [13]) A collection of X-algebras V is equational if, and
only if, it is a variety.

We also consider the term-algebra 7 (3, A, X), as in the first-order case, this term-algebra is generic (see [6])
for solving existentially closed equations.

Corollary 2.15 Let ¢ be the existentially closed equational judgment:
¢u=3X(AFs=rt).

Then A Fpirpy ¢ if, and only if, A7 ax) ¢-

Example 2.16 Corollary 2.15 does not hold for disequations, to see this consider the theory T' = (X, Ax) where
Y={f(0)} and Az = {F f(X) = a,F [a] f(X) =a}. In T(X, A, X) one can derive - f(b) = a and - f(b) = b:

(axA’l—f(X):a> (@xA’Ff(X):a)

Fa=15b

by taking o = {X/b} in the left branch and ¢/ = {X/a} in the right branch. The dashed lines in the derivation
above represent the result obtained after the application of substitutions o and ¢/, and the swapping of names
in the axiom F f(X) = a. Therefore, every atom is in the same equivalence class modulo 7'

Also, from the axioms of T one can derive - f(t) = a and F [b] f(u) = a for any pair of terms ¢ and w. Hence
it is possible to derive - ¢’ = v’ for any non-variable terms ¢’ and «’. The other equivalence classes are for
variables X, Y, Z....

It follows that 7 (x a x) 3X.X # a. However, F(T, D) (with D = ()) has only one equivalence class, i.e., the
class of all ground terms and atoms, therefore, g1 py 3X.X # a since every ground term and atom are in the
same equivalence class modulo T

3 Nominal Constraint Problems

In this section, we follow the approach proposed by Buntine and Biirckert [6] for solving a system of equations
and disequations. Our approach, as in the first-order case, depends on the unification type of a (nominal) theory
T. Fix the nominal algebra 7 (X, A, X) with the empty set of axioms, that is, terms are considered up to the
built-in a-equivalence. This theory is called CORE [15], and its deduction rules are given in Fig. 2. The results
in this section can be extended to any theory T provided unification is decidable and finitary for this theory;
CORE has been chosen to make examples and proofs easier to follow.

Definition 3.1 A (nominal disunification) constraint problem P is an ordered pair P = (E || D) where E
is a nonempty set of nominal equations-in-context A s &, t and D is a (possible empty) set of nominal

7
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disequations-in-context V - p %, ¢, as follows:

E={A1Fs o b, ,Anksnza?tn}
D:{V1Fp1 #a? qi,- - ,le—pm’%’a? Qm}

The sets Aq,...,A,,V1,...,V,, are consistent contexts. We call them the initial freshness conditions that are
imposed on equations (disequations) in the problem P.

In the case any of the A; or V; of a problem is empty we may write an equation(disequation)-in-context

just as s; ~o t (pj #a? qj) instead of 0 - s ~2,” t. We also may consider the equations and disequations of the
problems under the same context, A := UA; and V := UV;.

Remark 3.2 A constraint problem is equivalent to an existentially closed formula:

P = EIY((/\AiI—si R ti) A (/\Vj Fp; #a qj)>.

We solve these formulas in the nominal term-algebra T (X, A, X) (see [13,15]), this is the logical task of finding
witnesses/solutions for the variables in P, that is, a pair (I', o) where o is a substitution for the variables of the
formula such that under some (possible empty) consistent context I' we have T' - Po.

To give some intuition on the construction of solution pairs, consider the constraint problem below:
P=((ba) X~V |l [a X " B]Y) (1)

The intended effect of a solution (I, o) of P is that it needs to solve the equation (b a) - X ~,’ Y and
the disequation [a] X #,° [b]Y where solving this disequation means I' ¥ [a] X0 ~, [b] Yo, ie., (I,0) is
not a solution of the equation [a] X =, [b]Y which will be called the associated equation to the problem
[a] X #4" [b] Y. Notice that,

(Lyo) = (0,[Y/(ba) - X]) (2)
solves the constraint problem P above. The main goal of this section is show how to construct these solutions.

In general, instantiation plays an important role in unification theory. It is by instances of more general
unifiers (instantiation closure) that one produces a finite representation of all other solutions of a unification
problem. Therefore, it is helpful to have the property of instantiation closure to solutions of constraints

problems as well. Unfortunately, this is not the case since we are solving constraints in the nominal term-algebra
T(3,A,X). For an example, let Q be the constraint problem:

Q= (X~ Y| X% a)

The pair ([',o) = (0,[X — (ab)- Z,Y — (a b) - Z]) solves Q. However, if we instantiate this solution with
d = [Z — b] the instance (0, [X/a,Y/a]) is not a solution of Q.

Example 3.3 Let (I',o) = (0, [Y/(b a) - X]), as in (2). Consider the pair (I'",c) = (b#X,[Y/(b a) - X]). Notice
that (I',0) < (I, o), therefore (I, o) solves (b a) - X ~,° Y. In addition, (I, o) is a solution of the equation
[a] X ~4" [b]Y associated to [a] X 4" [b] Y. It can not solve (1) since it solves the equations and the associated
equation [a] X ~,° [b] Y.

The reader may wonder if such an anomaly is caused by the context assumptions added on the initial
problem or, reasonable enough, even the a-equivalence embedded in the theory of nominal terms. Certainly,
context assumptions seem to cause some difficulties. Firstly, because that the notion of instantiation may
introduce new freshness constraints, as in Example 3.3. Secondly, freshness conditions on the equational part

of a constraint problem can interact with solutions and, as showed in the example below, even change the
solvability of a problem.

Example 3.4 Consider the following modification of the original problem (1):

P = <b#X F(ba) X ~a’ Y || a] X 2 [b]Y>

8
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Notice that P’ does not have a solution: every time we solve b#X I (b a) - X ~,’ Y we always solve the
equation [a] X ~," [b] Y associated to [a] X 5,° [b] Y.

We will work on this type of issues in the remaining of this paper. First, we define precisely what we mean
by a solution of nominal constraint problems. Keep in mind that our goal is the development of a nominal
generalization for the already established notion of instantiation of solutions (Definition 2.8), but this needs to
be done in such a way that instantiation closure still holds.

3.1 Generalized instantiation

In this subsection, some notions initially established in [6] will be extended into the nominal framework. The
main difference is the lifting of the notion of substitution with exceptions to pairs of the form (I', o) consisting of
a consistent freshness context and a substitution, in addition of course, to the fact that a-equality is axiomatized
in nominal terms which adds some complexity when compared to syntactic equality. Besides, we have adapted
the Consistency Test Algorithm (Algorithm 1) to deal with pairs with exceptions.

Definition 3.5 A pair with exceptions, denoted as (I', o) — U, consists of a pair (I', o) and an indexed family
of the form ¥ = {(V;,4;) |l € I}.

Pairs with exceptions will be used as a representation of solutions of a constraint problem that has restrictions
on how they can be instantiated. For instance, in the problem Q above, solutions of the equation X ~, Y can
be instantiated in any way except for the instances where X is mapped to a.

Definition 3.6 [Pair instances]

e A pair (I', o) is said to be an instance of a family ¥ = {(V;,¢;) | I € I}, denoted by ¥ < (T, o), if and only if
each instance of (I', o) is an instance of some (V;, ;) in U.

e A pair (A, \) is an instance of a pair with exceptions (I',o) — U, written (I', o) — ¥ < (A, ), if and only if
(A, A} is an instance of (I, o) but not of .

Definition 3.7 A pair with exceptions (I', o) — ¥ is consistent if and only if it has at least one instance.

For example, the pair with exceptions (b#X,[Y/(b a) - X]) — {(b#X,[Y/(b a) - X])} from Example 3.4 is
inconsistent. The following lemma is a useful characterization of consistency for pair with exceptions.

Lemma 3.8 (Inconsistency Lemma) A pair with exceptions (I',o) — W is inconsistent if and only if (T, o)
is an instance of .

Proof. (=) If (I', o) is an instance of ¥ then all instances (A,v) < (I', o) is an instance of some (V;, ;) in ¥,
so by Definition 3.6 (I', o) — ¥ has no instances hence it is inconsistent.

(<) Conversely, suppose (I', o) — ¥ is consistent and (T, o) is an instance of U. Then there exists an instance
(A, N) of (T,o) — W. Hence (I',o) < (A, ). Since (I',0) is an instance of ¥ we have (V;, ;) < (I',0), by
transitivity

(Vishi) < (T, 0) < (A, N)

a contradiction with Definition 3.6. O

Recalling Definition 2.13, we say that a pair with exceptions (T, o) — ¢ is inconsistent on a Y-algebra A iff
instances((I',o) — W) = ) in A, where instances({V, p)) = {{V, p)s | for all valuation ¢}.

Corollary 3.9 If (I',0) — ¢ is inconsistent on T (X, A,X) then it is inconsistent on the ground algebra
F(CORE, D).

Proof. If (I, o) — ¢ is inconsistent on 7 (3, A, X) then each instance (I”, ¢’} of (I', o) is in turn an instance of
some (A, 1) € U, i.e., in terms of Definition 2.8, there exists ¢ such that

for all X € X, I Freax) Xo' = X0 and I - A6.

The result follows from Corollary 2.15. Notice that the converse is not true in general. For instance, consider
the theory T as in Example 2.16, all pair with exceptions are inconsistent on F(T, D) since it has only one
equivalence class but this not happens in 7 (%, A, X). O

Corollary 3.10 Let (I',o) — ¥ be a pair with exceptions. If there is some (V1) € U such that there exists a
substitution § satisfying

'k Xo =, X6, for all X € vars(P).
Then (I',0) — ¥ is inconsistent if and only if I' O (V;0) ;.

9
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Proof. Consider the pair with exceptions (I', o) — ¥ as above. From assumption, o is an instance of i; over
the context T'. By the inconsistency lemma this pair with exceptions is inconsistent iff (I', o) is an instance of W.
The result follows from the fact that I' = V6 iff I' O (V,;9) ;. O

The above corollary enables us to algorithmically test if some pair with exceptions is consistent provided that
we have already solved the matching-in-context problem (I' - Xo) a5 (I' - X)) (for all variables X appearing
in the constraint problem) where Xo is the pattern (see [12, Definition 45]). That is, for each t; we solve the
unification problem

I+ Xio %a! Xﬂ% to 7XTLU %u! Xn¢l

without instantiating variables of X;o, for all 1 <4 < n. The solution of this matching problem (if it exists)
will be denoted by 4. In [7], the authors give an efficient implementation for the matching problem.

Algorithm 1 Consistency Test

input: (I',o) — v a finite pair with exceptions.
output: true if the input is consistent false otherwise.
for each (V;,¢;) € ¥ do
if matching(T', X10 ~» X140y, -+, X,,0 &2 X,10) = § then
if I' O (V,0),; then
return false and stop
end
end
end
return true

4 Solving nominal constraints

Finally, we give the formal definition of a solution of a nominal constraint problem and also construct a finite
representation for the solution set.

Definition 4.1 Let P = <A Fosp et 80 Ra e || VFEp1 aéa? qi, * ,Pm aéa7 qm> be a nominal dis-
unification constraint problem. A solution of P is a pair (I', o) of a consistent context I and a substitution o
satisfying the following conditions:

(i) (T, o) is a solution of the equational part E of P.

(ii) (T, o) satisfies the disequations in the disequational part D of P, that is:
(a) T'¥# Vo, or
(b) T ¥ po = qo, for all p,° ¢ in D.

Algorithm 2 Construction of a complete representation of solutions of constraint problems

input: A disunification problem P = (E || D).
output: A finite set S of pairs with exceptions (possibly empty).
let (I',o) := unify(F)
let ¥ .= U {(Vl, T/JZ> = unify(Vi,pi Noé? Q1)}
piRa €D

if consistent((I',0) — ¥) then

return (I',o) — ¥
else

return ()
end

Definition 4.2 We call a set S of pairs with exceptions a complete representation of the solutions of the
constraint problem P iff S satisfies the following conditions:

(i) I (T,0) = ¥ < (A, A) for some (T',o) — ¥ in S then (A, \) solves P.
(i) If (A, A) solves P then it is an instance of some (I',o) — ¥ in S.
(iii) (T',o) — ¥ is consistent for all (I',o) — ¥ € S.

10
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Similar to nominal unification problems, we are interested in generating a complete finite representation for
the set of solutions to a constraint problem P. We use Algorithm 2 to compute such a representation in the form
of a pair with exceptions (I', o) — ¥ where (I, o) is a solution for the equations in P and the family ¥ = {{A;, ¢;)}

is formed by taking each pair (A;,v;) as the solution of the associated equations A F p; ~," ¢, 1 <1 < m.
Termination of Algorithm 2 follows from the termination of unify, and correctness (soundness and completeness)
follows from the Representation Theorem below.

Theorem 4.3 (Representation Theorem) Let

P:<A|_51 zoz?tla"' 7Sn%a?tn”v'_pl S‘éa? q1,- - 7pm77£a?Qm>

be a nominal constraint problem. Define the family

vi= | UVp=a).
p#a’qeD

Then the set S = {(I';o) = U | (T,0) €U (E) and ¥ £ (T',0)} is a complete representation of solutions for the
constraint problem P.

Proof.

(i) Take (A, \) an instance of some (I';o) — ¥ in S. Then (I',0) < (A, A) and it is not an instance of ¥.
Since unification problems are closed by instantiation it follows that (A, A) solves the equational part of P.
It remains to show that (A, \) solves the disequational part of P. Suppose by contradiction that (A, \)
satisfies V - p; &, ¢ for some V F p; %, ¢ in D. Therefore, (A, \) is an instance of (V;, ;) (a solution
of the associated unification problem V I~ p; =, ¢; in D) and every instance of (A, )\) is an instance of
(Vi,r) then U < (A, \), a contradiction.

(ii) Suppose (A, A) solves P. Then, (A, A) solves the equational (disequational) part of P. Consider (I', o) €
U (E) a solution of E, then we conclude that (I, o) < (A, A). In addition, (A, A} solves the disequational
part of P as well, that is;

A¥ VA  or  A¥FpAmggh, forallps,’ qeD (3)

Assume (A, \) is an instance of U. Then all instances of (A, A) is an instance of some (V;, ;) in ¥. Hence,
there is some (Vy, ;) in ¥ such that
(Vi, ) < (A, A).

A contradiction with (3). Therefore, (A, A) can not be an instance of ¥ and, we conclude that (A, \) is an
instance of (I', o) — ¥, as required.
|

Remark 4.4

(i) Note that any ground instance of a pair with exception representing a solution of a constraint problem P
is also a solution of P. We can restrict solutions to ground instances, but this does not mean that if a
problem is solvable in the term-algebra 7 (X, A, X) it is also solvable in the ground algebra F(CORE, D),
as discussed earlier in Example 2.16.

(ii) If one wants to solve a disunification problem in the initial ground algebra, by Lemma 3.8, one needs to
test if all ground instances of the solutions to the equational part E are an instance of the exceptions .
For some nominal theories this is not an easy task.

(ili) We have a restricted instantiation closure, it is not transitive. In fact, (), [X/Z]) is an instance of the pair
with exception (0, [X/Y]) — (0, [X/a]). Note that (9, [X/Z]) < (@,[X/a]) but the latter is not an instance
of (0,[X/Y]) — (0, [X/al).

Example 4.5 Consider the constraint problem P below:
P = <>\[a]X ol ANBY || X a7 Y, X 0" a>.
First apply unif to the equational part of the problem obtaining as result:
(T,0) = (b#X, [Y/(b a) - X]) (4)
11
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Then solve the associated equations of the disequational part to combine them as a family of pairs with exception:

= {0, [X/Y]), (0, [X/a])} ()
Finally form the pair with exception (I, ) — ¥ by the combination of (4) and (5). We can check consistency of
(T, o) — U using Algorithm (1).

5 Related Work.

Disunification problems have been studied extensively in the first-order framework [9,10,6,11,5,18] and also in
the higher-order one [16].

Buntine and Biirckert [6] solve systems of equations and disequations in equational theories with a finitary
unification type; they investigate F-disunification problems with two main applications in mind: the first
application is to give a generalization for logic programming to include negation clauses in such a way that
solution to queries can be expressed as substitutions other than the limited form of negation, called negation as
failure.

The second applications is related with the use of E-disunification as a mechanism to drastically reduce
the solution space of the unification algorithm for some equational theories. For instance, they showed that
associative-commutative unification problems (a.k.a. AC-unification problems) are in fact a kind of so called
AC1-disunification problems (associative-commutative functions with a unity 1) that have a solution space
considerably smaller than the solution space of standard AC-problems. Differently, Comon and Lescanne [10,9]
consider more general problems, called equational problems, which include universally and existentially quantified
variables in the algebra of rational trees or in the quotient term-algebra T(F, X) by a congruence =g. They
propose a set of transformation rules on equational problems of the form JwVy : Py A ... A P,, where P;, for
1 = 1..n, is a called a system, that is, an equation of the form s = ¢ or T, or a disequation s # ¢ or L, or a
disjunction P;; V...V P;,, of systems. Their strategy consists of applying transformation rules to the equational
problem until a kind of solved form is reached. These problems have applications in sufficient completeness for
algebraic specifications defined by sets of rewriting rules.

In [11], Ferndndez shows that F-disunification is semi-decidable when the theory F is presented by a ground
convergent rewrite system, and gives a sound and complete F-disunification procedure based on narrowing.
Baader and Schulz [5] show that solvability of disunification problems in the free algebra of the combined theory
FEj U...UE, is decidable if solvability of disunification problems with linear constant restrictions in the free
algebras of the theories E;(1 < i < n) is decidable. Lugiez [16] introduces higher-order disunification problems
and gives some decidable cases for which equational problems can be extended to higher-order systems.

6 Conclusions and Future Work

In this work, we have provided a method to deal with nominal equations constrained by equality constraints
in the form of nominal disequations. The approach adapts Buntine and Biirckert’s first-order method to
solve disequations taking into account the particularities of nominal syntax and semantics. To the best of our
knowledge, this is the first work that deals with disequations in the nominal setting. The main result, Theorem
4.3, establishes the soundness and completeness of the proposed approach.

As future work, we intend to investigate more specific applications of nominal constraint problems; inspired
from Buntine and Biirkert’s work we could seek some direct extensions to nominal logic programming with
negated equations and apply our results to more general unification theories (for instance, AC and AC'1-nominal
unification problems). Also, the more general approach to disunification followed by Comon and Lescane [10]
using quantified variables will be investigated.
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A  More on Nominal Semantics

As in [13], let D be a set of term-formers disjoint from X, they are called ‘extra term-formers’. Then the set of
ground nominal terms is generated by the grammar:

gu=alladg| flg1,---,90) | d(ar,...,am)
Here f : n range over elements of ¥ and d : m ranges over elements of D (More details can be found in the
Appendix).

Definition A.1 If g € F(X,D) write [g]r for the set of ¢’ € F(X,D) such that there exists a derivation
Fr g =g'. Write F(T, D) for the nominal set such that:

e F(T,D)s ={lg]lr | g € F(£,D)} is the underlying set.
s 7 glr = [ glr.
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Definition A.2 Let T = (X, Az) and suppose D is a set of term-formers disjoint from X. The initial ground
algebra of T over D, denoted by F(T, D), is the X-algebra with:

¢ Underlying nominal set F(T,D)g, as defined in Definition A.1.

« Interpretation of atoms defined as a* = [a]7
* Interpretation of abstraction abs(a,z) = [[a] g]7 for some g € .
o fA(xl, ceyxn) = [f(g1,. -, gn)]T for some g1 € 21,..., g, € Xy, for each term-former f :n € 3.

For X¥-algebras A and B, a Y-algebra homomorphism from A to B is an equivariant function Ag — Bg
that preserves the interpretation for atoms, abstraction, and function symbols. If ¢ : A — B is a surjective
homomorphism onto B then we say B is a homomorphic image of A.

Theorem A.3 For any nominal equational theory T, F(T,D) is a X-algebra and F(T, D) is a model of T.

Theorems A.4 and A.5 are technical and used in the proof of the HSP theorem. The first states that every
element of a variety V is a homomorphic image of some sufficiently large initial ground algebra. The second
states that given a collection V of Y-algebras, the theory T generated by V induces an injective »-algebra
homomorphism 6 : F(T, D) — I14,cp.A;, into the product algebra IT4,cp.A;.

Theorem A.4 Fix a signature X3, a nominal theory T, and V, the variety of T. If A €V then the exists some
(sufficiently large) set of term-formers D such that there exists a X-algebra homomorphism 6 from F(T,D) to A
such that 0 is surjective.

Theorem A.5 Suppose V is a collection of X-algebras. Let T be the theory generated by V. Suppose D is any
set of term-formers, so (X ND) = . Then there exists some indexing set I and algebras A; € V for i € I such
that there exists a X-algebra homomorphism 0 from F(T,D) to Il;c1.A; such that 0 is injective.
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