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Abstract: Consider a stationary Markov Chain (Xt)t∈Z of order k on a finite space. As
the order of the Markov Chain increases, the number of free parameters grows exponen-
tially. Such Markov Chains with full parameters are not always appropriate to work from
a statistical point of view. A more parsimonious description is possible if the strings de-
termining the conditional probabilities, known in the literature as contexts, are of variable
length and can be shorter than the order k.

In this seminar, we will discuss about context tree estimation for not necessarily
Markov processes. We will present the Context algorithm, the BIC estimator and a
modified version of the Context algorithm proposed by Galves and Leonardi (2008).
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